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Question Paper Specific Instructions

Please read each of the following instructions carefully before attempting questions :

There are EIGHT questions divided in TWO SECTIONS and printed both in HINDI and in
ENGLISH.

Candidate has to attempt FIVE questions in all.

Questions no. 1 and 5 are compulsory and out of the remaining, any THREE are to be attempted
choosing at least ONE question from each section.

The number of marks carried by a question / part is indicated against it.
Answers must be written in the medium authorized in the Admission Certificate which must be

stated clearly on the cover of this Question-cum-Answer (QCA) Booklet in the space provided. No
marks will be given for answers written in a medium other than the authorized one.

Assume suitable data, if considered necessary, and indicate the same clearly.
Unless and otherwise indicated, symbols and notations carry their usual standard meanings.

Attempts of questions shall be counted in sequential order. Unless struck off, attempt of a question
shall be counted even if attempted partly. Any page or portion of the page left blank in the
Question-cum-Answer (QCA) Booklet must be clearly struck off.
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Ql. (a)

(b)

(c)

CRNA-F-STSC

Qg A
SECTION A

A i fob X 3R Y a7 w@ =wamnhl sfed agfeas = 8 e men

m:%@ﬁ'{%%,aﬁkl>0,kz>0%lE[max(X,W]SﬂHTﬁﬁTQI
1 2

Let X and Y be independent random variables with exponential

distribution having respective means % and % » A1 > 0, A9 > 0. Find
1 2

E [max (X, Y)|. 10

a1 HiHT TH T TEN A §C gsT o

n

lim g=1 § n_k__l

n —oco k! —2'
k=0

Using Central Limit Theorem, show that

n k
im -n Z _11__=_1_ 10
k=0

D: BeTh! aTcl Teh 598t 9T ol 3 IR thehl ST & | HH SAifC o6 gmea Twehi
T B gus 1 X 4 ffdse foman siman 8 | 99 <iise fo6 X o1 wiR¥epar geomme
%o (f.11.U%.) 38 TR T Sman 2

13 — 2x
pX(x)— % =172 .06

= 0, =T |

An unbiased six-sided die is thrown twice. Let X denote the smaller of

the scores obtained. Then show that the probability mass function

(p.m.f.) of X is given by :
13 — 2x
pX(x)= 36 x=12,..,6 10
= 0, otherwise.
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(d)

(e)

Q2. (a)
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e Wi 0 % faw T, 3R T, q HNHA wes B FEe wEw
Var(T,) = Var(T,) &, a9 gu1is¢ T

Corr(T;, Tg) 2 2e -1,
W&l e TS 3TTeheish sh1 G B |
Let T, and Ty be two unbiased estimators of 8 with Var(T;) = Var(Ty),
then show that

Corr(T,, Ty) 2 2e - 1,

where e is the efficiency of each estimator.

TH HAN H 5 AEA & HH 8 0 TG & 3R 91ehl et 3 | Fusofia aiteesan
H, : 6 = 3 1 dhfcds qieheddl Hy : 0 = 4 & favg wlig &0 & fou @
T Ageen foe e | afe SF1 aree whe I & At Hy Y SRR foRa
ST R, 314U H, 1 SR fohan Srem 2 |

guItsu T wom wehr <t Ffe < wiRiehar gfazeme tfea aun wfaeamm afga gHi
o H 040 ¥ HH B, WAfehd qhieror i emar gfeeumes @fga Teen A
gfeeame fea T & i 2 |

An urn contains 5 marbles of which 0 are white and the others black.
In order to test null hypothesis H, : 8 = 3 versus alternative hypothesis
H, : 6 = 4, two marbles are drawn at random. H, is rejected if both the
marbles are white, otherwise H, is accepted.

Show that probability of type I error in case of without replacement and
with replacement schemes, both are less than 0-40, but power of the test
under with replacement is higher than that of under without
replacement scheme.

mm%@mmxmm?ﬂmﬁﬁ%ﬁwmw— 0>0

%lHO:e=3aﬂH1.e_2%ﬁmwﬁwwﬁ%maﬁm
TRl 3TUTd qhiE 6 @ i | Ife e afeher @ @,

zwiise for yom =or # gderr feeq g9 1 wilRemar I_E(AABB)% &l B
3 A, B<A, gt Hamd & |

Let a random variable X have exponential distribution with mean

% 0 > 0. To test Hy : 6 = 3 against H; : 6 = 2, construct sequential

probability ratio test. Show that probability of terminating the test at

the first stage when null hypothesis is true is 1— 8 (%) , where B

27
and A, B < A, are stopping bounds.

3
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(b)

(c)

Q3. (a)
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mmﬁ@@maﬁm%wmmmﬁﬁmm
TIH 9 S B agmﬁw %smaagaﬁmﬁ?ﬁn % "I TH A
@, 71wl L %mwwaﬂmaﬁw%laﬁagagaaﬁm%?ﬁ
mmmwaﬁnm%%mmwaﬁtm%mm

40% 3R 60% % |

() Tu T wE foar & 7 a8 gt 9oe, 3@ g h WRear J
HIfT |

(i) =fe Tl fou U foam & e o7 fomn Aot 9e = g amar 2, @
I8 @l ° 9199 [, 39 3ifeehan urfad TE 1 Fufor Hifse

Each Sunday a fisherman visits one of three possible locations near his

home : he goes to the sea with probability %, to a river with probability

—}I, or to a lake with probability % If he goes to the sea there is an 80%

chance that he will catch fish; corresponding figures for the river and the
lake are 40% and 60% respectively.

(1) Find the probability that, on a given Sunday, he catches fish.

(ii) If, on a particular Sunday, he comes home without catching
anything, determine the most likely place that he has been to.

5+10=

A o f mmq iy frmer wikepar wvca %o
f(x; 0) = e 0<x<6
8, ¥ X, <X, < X, 0 Jfaees forg 7 8 | guisy f6 4X,, 0 1 T IEfEd
HTHA 2 |
Let X; <X, < X3 be the order statistics from uniform population having

probability density function
Kx; 6) = %, 0<x<6.

Show that 4X, is an unbiased estimator of 6.

() U Yfdey feraar ser o1 =ifeu darfes 38 w1 H IRehdr H-9-0
0-90 Brft for wfdesl wen guftc mew % 0-4 — gl & QR § &,
S9d for Tmfee g fomem 28 2

15
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(b)

(c)
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Gi) wheor Afe 5 w0 g8 TEmst 1 gEa Fram e iy s
argfees =l % ITIHA (X} foTT AR Ee @

1/2

1 1 1
Py =-1-+) =2d1-[1-L| |,
- K 2{ [ k2) }

1/2
1 1 1
PXy, =1+ =)= =<d1+|1—-— .
(k +k) 2{ +( k2j }

(1) How large a sample must be taken in order that the probability
will be at least 0-90 that the sample mean will be within
0-4 — neighbourhood of the population mean, provided the
population standard deviation is 2 ?

(ii) Examine whether the weak law of large numbers holds for the
sequence {X;} of independent random variables defined as

follows : 8+7=15

1/2

1 1 h |
P =-1-1) =1l [1- 1] |,
- i 2{ ( k2) }

1/2
PX, =1+ )= Sl14(1- L] L.
k™ 2 k2

T 9g9C S § AW hisgehi 1 Agifass sfrehard 216, 1;9, 1;9 3N

%%,aa%ﬁfmammﬁm: 108, 27, 30 3R 8 &, d9 0 T INHeA
srfeeran gevTfaan fafyr @ Hifsw | st 61 A Jfe ot ferfam |

Theoretical probabilities in the four cells of a multinomial distribution

are = :; (-)’ . ; ) ; 1;6 and %, whereas the observed frequencies are

108, 27, 30 and 8 respectively, then estimate 6 by maximum likelihood
method. Also, obtain the standard error of the estimate.

Ifg X T Agfeas w1 8 foden Ifiesr werm

1-1t], |t]<1
o(t) =
0, T,

2, T8 HId UIRIhdl 9-cd Bl 1 U hifg |

If X is a random variable with characteristic function

1-1t], Jt]=1
o(t) = .
0, otherwise,

then obtain the corresponding probability density function.
S5
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Q4. (a) W §H
_QJ

. o) .
PyX=j)= =——=p;, j=0,1,2,...

j!
W fo=amr Sifse | W AT foh X = j 1 SR £ R 91 E(f) = m; = np;
3 | 39 6 1 AdH HIE-IT AThel Hd YT hidl, 3ghl faa=mr Hifsm Hn%
T gfeees w1 tfedca ot @ 1 d an et fafy i wfvestw
I QM ?

Consider Poisson distribution

-0 J
0 ;
=Pis 1= D, 1.2, .

X e
Pe(X=J)= J'

Let fJ be the frequency for X = j and E(fj) = m; = np;. Discuss how you

obtain minimum chi-square estimate for 6. Does minimum chi-square
method necessarily yield a sufficient statistic even if it exists ? 20

(b) (1) HE ST R X q1 Y 1 TYH TRl T Hed
flx,y)=C.exp{- (4x2 + 9y2—xy)},
8, W& C T AW 8 | EX), VX), E(Y), V(Y) 3R X 3 Y % =t=
TEGEY TUTh ! Hd HIT |
(i) A Tad Agfeas T X,, Xy, ..., Xg 39 THR & 6

P(Xi=—1)=P(Xi=1)=%,i=1,2,...,6%,?rq’

6
P Z X, =4
i=1

1 AH YT SHIFT |
(1) Let the joint probability density function of X and Y be

f(x,y) = C . exp {— (4x2 + 9y2 — xy)},

where C is a constant. Find E(X), V(X), E(Y), V(Y) and the
correlation coefficient between X and Y.

(i) If X4, X,, ..., X4 are independent random variables such that
P(X,=-1)=PX,=1) = %,i=1,2, 56,

then obtain the value of

6
p Z X, =4|. 1045=15
i=1
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(c)
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ffefied s Tk IE & 30 e dF UEE % U 9H Wl TS +
foru fopu U yeten @we (frmel o) 1 g9iid @ -

fe Y f& g
1 23 11 14
2 25 12 14
3 12 13 16
4 07 14 19
5 17 15 23
6 16 16 24
7 13 17 12
8 26 18 18
9 27 19 11
10 12 20 08

HISA-9EE01 1 0-05 Hrefehdl TR T YA HId §T 98 HATHI o I gl b
IR 1 wE B U & U 15 e & wifis wehean T R wed, &
e T | [FE T R Z 095, = 196, Z.05 = 1-645]

The following data present the time (in minutes), that a commuter had
to wait to catch a bus to reach his destination :

Days Time Days Time
1 23 11 14
2 25 12 14
3 12 13 16
4 07 14 19
5 17 15 23
6 16 16 24
7 13 L¥ 12
8 26 18 18
9 27 19 11

10 12 20 08

Use the sign-test at 0-05 level of significance to test the claim of the bus
operators that commuters do not have to wait for more than 15 minutes

before the bus is made available to them. 15

[Given Z(0025) = 196, Z(005) = 1645]
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@vs B
SECTION B

Q5. (a) @m Was fget = yafaa sweust afga afnfya Hifve | 3k
y1=B1+u
Yo =—PB1+Bo+ugy
y3 =—Bg + ug,

& uy, uy, ug TER AT AGs = & (! 71 I 991 TR0 62 8, dl
B, 3N By o =M ol STThcTehi I TG HINT |
Define general linear model with usual assumptions. If
y1=P1+u
Yo =—PB1+Bg+uy
Jyg=— Bz + Uug,
where uy, u,, ug are mutually independent random variables with mean

zero and variance o2, then find the least square estimators of p; and fy. 10

(b) e T R 6 X - Ny (u, ), &1 p=(2,4,3) 3

8 2 3
2=(2 4 1},
3 1 3

() X, %X, 3 X, T FHIHAT B H4 HIT, AR
{i) X, 3 X, % U 8 W X, & wufaeeg @ s 1ET A |
Given X ~ Nj (i, £), where p = (2, 4, 3) and

8 2 3
2=r2- 411},
313
(1) find the regression function of X; on X, and X3, and
(ii)  compute the conditional variance of X, given X, and X. 10
(¢ UHENEAl Thew @91 § ? =gwed hifq fF gEe IwEm sean a3
TR 1A i & foIT 8 fomen <1 wehert 2 |

What is a uniformity trial ? Explain how it can be used to determine
optimum shape and size. 10

CRNA-F-STSC 8



(d)

(e)
Q6. (a)

(b)
CRNA-F-STSC

T 26 — SE-3IUTEH T H, g @sHh 39 TR foun mn @
(1), ab, cd, ef, ace, abef, abcd, bce,
cdef, acf, ade, abcdef, bde, bcf, adf, bdf.
Tehild JuTEl shl 989 hifT |
In a 26 — factorial experiment, the key block is given as :
(1), ab, cd, ef, ace, abef, abcd, bce,
cdef, acf, ade, abcdef, bde, bcf, adf, bdf.
Identify the confounded effects. 10

afg x 3R y % T o T9H 8 3R x 3R y % s qgdey e p=§

R, 1 STUTd 3TTeheTeh hi G&TAT TS AGfodh fdey o HIEA o HU& qRehicrd
Hif |

If the coefficients of variation of x and y are equal and the correlation

coefficient between x and y is p= %, compute the efficiency of ratio

estimator relative to the mean of a simple random sample. 10
foun afiepa erirgl & U Tg, FTEH FH A S k &R & 3R FH BH r &

g, TS HIEH H TH Y0 B | ouisw o FR fowaiEi Hi @ Fen
r-1)k-17%I

In a set of two-way classified data according to k levels of factor A and r

levels of factor B, there is one observation in each cell. Show that the
total number of error contrastsis (r—1) (k —1). 15

fg-=ror wiiemm qepfieh 1 3TN |fgd aviF e | faeems ea fg-=w
wfoeem &% SF=ata gfael A1ed 1 TERU T iR | sHE ufde wie
80T '

(i) N Fgfeas gid=rH, T

(i) oS Afd=—a

% 3=t freTfera |

Describe with examples the technique of two-stage sampling. Obtain the

variance of the sample mean under two-stage sampling without
replacement. Hence, deduce the variance of the sample mean under :

(1) Stratified random sampling, and

(i1))  Cluster sampling 20



Q7.
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(c)

(a)

(i)

(i1)

1)

(i1)

WX, =Y, +Y,, Xo=Y,+ Y5, Xg=Y;+ Y, &Y, Y, MY,
FTETEya Ago® T E aA TH § &S H " YA T AEE
fomem w2, @ X, 3R X, X, o= 9gusdaey o Hd T |

T fifse & X e 3-forfrr amgfess afew 2 e aftgu sege
9 3 3
=13 9 3|71
339

T q&F T 1 U9 38 g afvia fohe e wqul afedaefierar & wm
w1 frgio Hifv |

If Xl = Yl + Yz, X2 = Y2 + Y3, X3 = Y3 + Yl’ Where Y].’ Y2 and Y3

are uncorrelated random variables and each of which has zero

mean and unit standard deviation, find the multiple correlation
coefficient between X5 and X, X,

Let X be a 3-dimensional random vector with dispersion matrix

9 3 3
2=(3 9 3]
3 39

Determine the first principal component and the proportion of the
total variability that it explains. 7+8=15

fredft e A& BIBD), T v=b=4r=k=3,1=23MN=12 %

foru few o ffefiga stfwel W foam i
ECLS
ITER

1 2 3 4
1 73 74 - 71
2 - 75 67 72
3 73 75 68 -
4 75 - 72 75

Afirshea 1 fagereor Hifs | (fean @ R 2 Fy 5(005) = 5+41]

10



(b)
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Consider the following data given for a BIBD withv=b=4,r =k = 3,

A=2and N =
Treat N Block
eatmen 1 9 3 4
1 73 74 - 71
2 - 75 67 72
3 73 75 68 -
4 75 - 72 75
Analyse the design. [Given that : Fg 5 (0-05) = 541] 15

(1)

(i)

(i)

w fgm yamm @afe BVN (uy, py, of, o5, p) ¥ fow 7w smm
n = 3% U Agfese Jidee & =8 Afdad

6 10
X=[(10 6|2
8 2

I URmew T Hy:p o= p, % foeg frsofia  afses
Hy: j = Py, 1 THE0 10% wnefehell-E T hITT, &l py = (8,5) % |
[STTaeh! fea1 T R 1 Fy.q0, 9 1 =495, Fy.q0, 1, o = 8:53]

T e % @ agfes afe X, 3 X, S th T FEsER
3Rz, Tohrg wvvaa: g wer e py 3R py % |1y fg= yame=
FeA 1 ITEW A T I 8, W n, = 11 3R n, = 12 J&I01 9
7 | ufdeyt oe afey 3R TY® HEyEtvl e @

() %o )
TEreEeE ufied gff D? i fher % e fafarert wem & W
it |§W%=(2Jﬁmaﬁm&nlmn2ﬁﬁﬁQﬁﬁml

The data matrix of a random sample of size n = 3 from a bivariate
normal population BVN (4, po, 0% , og , p)is

6 10
X=1[10 6
8 2

Test the null hypothesis Hy, : p = p, against Hy : p # p), where
Ky = (8, 5), at 10% level of significance.
[YOU are given 5 FO'lO; 2,1 = 495, FO'IO; 1,2 = 853]

11



(c)
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(ii)  Suppose n; = 11 and n, = 12, observations are made on two
random vectors X; and X, which are assumed to have bivariate
normal distribution with a common covariance matrix X, but
possibly different mean vectors p; and py. The sample mean

vectors and pooled covariance matrix are

_ -1 = 2 7 -1
Xl = (_ 1]’ X2 = (1J7 SpOOled= [_1 5)'

Obtain Mahalanobis sample distance D? and Fishers linear

0
discriminant function. Assign the observation X, = (J to either

population IT; or I, 10+10=20

N 31T 61 gafe ¥ n HR I Teh Uiyl GHH JTRehdT Ta Tfqeema Ed &
1Y A T | 9H A R %N=Zaryr Tufte 71e Yy 1 I8 e

r=]1

el B, &l a, TR & 3 y, 1A g1 W faey § wfkfera 3618 %1 9 2 |
() i FF Yy, Yy 1 UF oWbEd s @ A o Faw AR

n

> oo

r=1
(i) S Ufqey & F=Hq

A 82 n
~ _ 2 2
V(YN)—F N ar—l
r=1

(i) aﬁar=%,?ﬁn%ﬁmm%;fmuﬁwmr%awa@%ﬁ

yfee § uftest @ren &1 98 yEor 3 AR % ufaeums wfgq fo
U AIgfese fded % HIed % e & faepa snun g 2

12



Q8. (a)
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A sample of size n is drawn with equal probability and without
n

A
replacement from a population with size N. Let Yy = Z ary, beany
r=1
linear estimate of the population mean ?N’ where a_ are constants and

¥y, denotes the value of the unit included in the sample at the rth draw.

A _
(1) Show that Yy is an unbiased estimate of Yy if and only if
n

> oo

r=1

(11) Under above condition
n
A g2 9
V(Yy) = T N> al-1
r=1

(i) Ifa, = —1—, for what value of n may this variance of the sample
n

mean in simple random sampling without replacement be exactly
half the variance of the mean of a random sample of the same size
taken with replacement ? 15

() i 9§98 F1 8 ? ‘p’ WA AITeh qGIG Hl IESH 319 Hd Hl ?

G) Fed Y =X B + u, Ewu) = 21, & X & k
nxl nxk py1 nxl nxk

(k < n) %1 Teh ¢ 8, % fo1C
E[Y'(I, -X XX)1X)Y]
<1 HH 1 T |
(1) What are orthogonal polynomials ? How do you fit an orthogonal
polynomial of degree ‘p’ ?

(ii) Forthemodel Y = X B + u , E(uuw) = o2 I, where X
nxl nxk py1 nx1 nxk

is a matrix of rank k (k < n), find out the value of .

E[Y(I,-XXX)1X) Yl 10+10=20

13



(b)

(c)
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A wml H Th Fhm ufe W famm FE | FH T== R SR T
3eaTE (000 < H) et wehR #

BT TS (i) c 1 2 3
A TR (p;) : 03 02 05
T8 3IcdTe (y;) : 11 6 25

R 2 o qeft Hunfera wfdestt st wfdeeamm afga Femfae (svm w fomm foman
S 2) | ST foh et T IcuTeH 1 BIoieH-ATFE SAheish IR @ |

Consider an artificial population of three farms. Their selection

probabilities and the wheat production (in ’000 tons) are as follows :

Farm unit (i) i 1 2 3
Selection probability (p;) : 03 0-2 0-5
Wheat production (y;) : 11 6 25

Draw all possible samples of size 2 with replacement (order is to be
considered). Show that Horvitz-Thompson estimator of total wheat
production is unbiased. 15

I G T 91 7 ? Tt @ifeq ot sifyerew & e o oW 93 gomm
it | Tt Stfireheur w1 faveru % T Sy S SRR g 2

What is a missing plot technique ? Derive the missing value formula for
a Latin Square Design. How would you proceed to analyse such a
design ? 15

14



