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Question Paper Specific Instructions

Please read each of the following instructions carefully before attempting questions :
There are EIGHT questions divided in two SECTIONS and printed both in HINDI and in
ENGLISH.

Candidate has to attempt FIVE questions in all.

Questions no. 1 and & are compulsory and out of the remaining, THREE are to be attempted
choosing at least ONE from each section.

The number of marks carried by a question/part is indicated against it.

Answers must be written in the medium authorized in the Admission Certificate which must be
stated clearly on the cover of this Question-cum-Answer (QCA) Booklet in the space provided. No
marks will be given for answers written in a medium other than the authorized one.

Assume suitable data, if considered necessary, and indicate the same clearly.

Unless and otherwise indicated, symbols and notations carry their usual standard meaning.
Attempts of questions shall be counted in chronological order. Unless struck off, attempt of a
question shall be counted even if attempted partly. Any page or portion of the page left blank in the
answer book must be clearly struck off.
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(a)

(b)

(c)

(d)

(e)

In the course of an experiment with a particular brand of DDT on flies,
it is found that 80% are killed in the first application. Those which
survive develop a resistance, so that the percentage of survivors killed in
any later application is half that in the preceding application. Thus 40%
of the survivors of the first application would succumb to the second,

20% of the survivors of the first two applications would succumb to the
third, and so on.

Find the probability that .

(1) a fly will survive four applications.

(ii) it will survive four applications, given that it has survived the first

one.

The joint distribution of two random variables X and Y has the pdf
fxy (x5 = patb ya-1 G- LePY X e Ve
={ otherwise
Derive the marginal distribution of X and the conditional distribution of

Y given X,

Let X;, X9 be independent random variables following Poisson
distribution with parameter L. Show that X; + X, is sufficient for A.
Verify if Xy + 2Xy is also sufficient for ).

Let X be a negative Binomial raﬁdom variable with parameters r and 6,
r being known and € unknown. Suppose the problem is to test
Ely 8 = % against H; : 0 > % Find the UMP test for the problem and

obtain its power function.

Use sign test statistic to find a non-trivial distribution free confidence

interval for population median of a continuous distribution.
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Q2.

{a)

(b)

(c)

(a)

(b)

(c)

TR o(t), ST T Flx) AT TH AEfeos =X % AN wer i Gliid
w2, @) eutzn R 00 - 1 s srfirmefies wem 8 | 37d: $Hel W 6

(el m
%hed- 3T shiSTY |

ATCATE §2A
~|x -
fix) = }be A —co<x <o A>0
—co< L < oo
% forQ Smel S e T hIT |

7 AR (X, Y) daeha: sfea @ Rraer Tiikesal w9cd S 8

fx v (x,7,0) =exp [—(g +0y);X>0,Y>0
=( eS|

n T % giest # fRer g= 39 i |

If @(t) denotes the characteristic function (ch.f.) of a random variable
with distribution function F(x), show that olP(t) — 1 is a characteristic

function. Hence find its corresponding distribution function.

For the Laplace distribution
—[x-u|
flx)= — e A —co<x <o, A>0
2)
—co < <00

find the moment generating function.

Let (X, Y) be jointly distributed with probability density function
fx v (%, 7, 0) =exp [~ (% +0y); X>0,Y>0

=) otherwise

Find Fisher information in a sample of n pairs.
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Q3. (1) TE — ishddl YHY 1 FAW Hd g, TS O wig Sfeeds w smeniE
FTheT- i WA sh1 ThEHH =FaH JHel SR SThers (UMVUE)
cqa ST |
PE=r],r=0,1,..m % UMVUE ¥ %I & X, X,, ... X, @
Heigw Wi (i.4.d.) Bin(m, p) § | |

(b) U WTEel T UHER b ¢ Hy @ 0 = 6, & &9%g Hy : 0 = 0 1 wligm
®H % folt UMPU wi&or wmm HifT | s&eh S7iaies fog g e
Elp(X) TX)] = a E[TX)].

() WM ST X §fed & Bin(n, p) 1 @& @97 n(p) = 1 (0 < p < 1), p H @
TTRRAT BT & | d1 I Thereh (afifa 32 & & ofaria) aur o5 Siifed i
hifere |

(a) Using Rao-Blackwell Theorem, derive the uniformly minimum
variance unbiased estimator (UMVUE) of an estimable parametric
function based on a complete sufficient statistic.

Obtain the UMVUE of PX =1], r =0, 1, ... m where Xl’ Xy, o« Xy are
independently identically distributed (i.i.d.) Bin(m, p). 20

(b)  For one parameter exponential family obtain UMPU test for testing
Hj : 0 = 0 against Hy : 0 # 0. Further prove that

E[pX) T(X)] = a E[TX)]. 15
(¢)  Let X be distributed as Bin(n, p) and n(p) = 1 (0 < p < 1) be the prior

probability density of p. Then obtain the Bayes estimator (under
squared error loss) and the Bayes risk. 15

Q4. (a) AWM AN H; : X ~ flx, 6,), 0, = 0 % Toreg Hy : X~ flx, 0,) FT ThHE
B o [T STgshieh TTehar sTguTd e (SPRT) g Mmewash  Jeqil <6l
TS N & | 374 AURon i g, Sy 6 P(N < o) = 1,0 = 0, 6,
T |
WX~ N@O, 1D, T H;:0=1% f%g Hy: 0 =0 % vl 60 & i,
froa wfdesl A et MP e © SPRT W ommia Hy % siaid
et STt § i S & odeh 1 SYead g | Wedss TRt
& (ct, ) ST |

(b) & WEATSA! H God e SaRy | foly Fife % w0 g2q gl w5 gaa

Ao e =y Agfes Tl X % 1wy, et s

P| X =425 =9 @+]

P{X; =0}=1-2"%k

2, o fe e gar 2 |
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(c) mﬁ%a}a@ﬁwmﬁ%%@ ek TRE % 8 TRl % v Fmrfviag
Hie-giEt (‘0007 et §) wrg Y E

STS A: 321,20-6, 17-8, 284, 196, 21-4, 19.9, 30-1

SIS B: 19:8,27-6, 30-8, 278, 341, 187,169, 17-9
A ~ Teeft wer b1 s S g v d At ¥ 4 wfied o E, soed
a:o-05wﬁuwvﬂavmquﬁwﬁﬁq i
[@Rofl 71 ¢ U8, 8, 0-025) = 50, U(8, 8, 0-05) = 48]
W&l P[U> U (m, n, a)] < o,

(a) Let N be the number of observations required by the sequential
probability ratio test (SPRT) for testing
Hy: X ~ f(x, 0,) against Hy : X ~ f(x, 6,), 0, = 6,- Stating appropriate
assumptions, show that PN < ) =1 at 6 = 05, 01
When X ~ N(b, 1), for testing Hy : 6 = 0 against Hy : 6 = 1, derive the
expression of the percentage saving in sample sizes under Hy based on

SPRT over the fixed sample size based MP test. Take the strength of
each procedure as (c, ). 20

(b)  State the strong law of large numbers. Decide whether the strong law of
large numbers holds for the sequence of mutually independent random
variables Xy with distribution

P{Xk :izk}: o—(2k +1)
P{Xy =0}=1_972k 15

(e) To compare two brands of tyres, the following milages (in ‘000’ miles)
were obtained for 8 tyres of each kind :

Brand A: 321, 206, 178, 28-4,19-6, 214, 19-9, 30-1
Brand B: 19-8,27-6, 30-8, 27-8, 34-1, 187,169, 17-9

Test the null hypothesis at o = 0-05 that the two samples come from the
same population using Mann — Whitney test. B

[Table value : U(8, 8, 0-025) = 00, U8, 8, 0:05) = 48]
where P[U > U (m, n, o)] < c. 15
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Qs.

(a)

(b)

(c)

(d)

(e)

TUE B
SECTION B

Frefafiea hew fFeet w fem $ifvw
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(a) Consider the following linear model :

y1 =6, +6;,+0;+0, +¢

Yo :91 +93k82ﬁ94+8
y3:91+82—83—84+83
y,=6;+6,-0,-05+¢,

where 0, 0,, 0, and 0, are parameters, g v (0, 62),j =1...4. ej’s are all

independently distributed. Derive normal equations and obtain the
BLUE of 6, + 6, + 65 + 6,. Also find the variance of the BLUE.

(b)  Consider a model Vi =Mt ot e

N(0, o2). Obtain least squares solutions of u and a;. When is a linear

parametric function of o;’s (only) estimable ? Derive a test statistic for

n
testing H : ZCi a, =0.

(c) Show

if —

n e
respectively and p, is the intraclass correlation between pairs of units
that are in the same systematic sample.

(d) What do you understand by a connected block design ? The following is
the incidence matrix of a block design with four treatments and five
blocks :

Compute the C-matrix of the design.
(¢)  Define multiple correlation coefficient p; o " between X, and
Xz, X3, Xp and show that 1 — ]012'2 e (011 611)71 where cq1 ahd G

are (1, 1)th elements of the dispersion matrix >, and 3 respectively.
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where n and N are sample and population sizes
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ml=d, v )=, wn, sij’s are i.id.

SRSWOR

10

10

10

10

10



Qs.

(a)

(b)

(c)

()

(b)

T ST C, TS (v, b, r, k) % @1 TH sclieh TSIe C-Afgerm g Tom Q
THTENSG 3= A1 1 wfew & | velia Hife B g s B g
e fed & s=wfa B@Q) = O« T D(Q) = Co?, S&f 7 IT9R Y47l &0
AT & e o W Wi g wEor § | @y oft weff A R 1o
Tehet 19 8 A 3R ot AfS 17 C 1 ufes gufse § o 8 |

AA HMTX, L Xy N > p), T I5fes e & N, (1, 3), 5> 0 9, ot
o=y .o pp) T 3 TR 8 | weffa Hifse fp

H; :Hﬁu{sWﬁ%%WHO:ph:p‘?:...:up,a?f‘:fﬂaﬂmm%
fore, wlia fiees i 30 @@ s w5
i A,
T=N [Xrg’i“ﬁ(x >, ]
eS¢

&l X 9 S ST ¥fdesl Aiey Ay qo ¥ % owfmd oneew § i
e=(1,1,..1)Y. T AR s F97 807 2

A WIS wh &= d 5000 beefEl % ww TR % seed ¥ ofgg oH W
STHTAT AT 8 3TN 75 v § 5 it sierei arafis oM & 10% &
I &, el favarerar siqua 95% 8 | AT <1 Tt oneh 609%
2 | =IFam wfaed A aRefed W % o wfietor s fefor iR |

Let C be the C-matrix of a block design with parameters (v, b, r, k) and
let Q be the vector of adjusted treatment totals. Show that, under the
usual additive fixed effects linear model E(Q) = Cz and D(Q) = Co?
where 7 is the vector of treatment effects ‘and o2 is the common
experimental error variance. Also show that Z”7 is estimable if and only
if 17 lies in the row space of C.

Let X, ... Xy (N > p) be a random sample from Np (1, ), £ > 0 where
r=(py ... pp)" and 2. are unknown. Show that for testing
Hy: My = Ky = ... = py against Hy : not all H;’s are equal, the test statistic

can be expressed as
. = = 2
T=N {K'@’X—_ﬁ(x,ie) }
i

where X and S are the sample mean vector and the unbiased estimator
of ¥ respectively and € = (1, 1, ... 1¥. What would be the non null
distribution of T ?
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(c) Suppose it is required to estimate the average value of output of a group
of 5000 factories in a region so that the sample estimate lies within 10%
of the true value with confidence coefficient of 95%. The population
coefficient of variation is known to be 60%. Determine the equation to

calculate minimum sample size. 15

Q7. @ weffa HIRT % wh weas it n % 1T v = nk a1 BIRD = fog,

bev+r—1.
wefdia iy % v @d el gafiid BIBD & T, r— A T 901 &l 2 |

(b) UF GHE (FEA) GAEE Hivad qReu segg (Afgww) Tl & wArel
o affa g 1 geeqifem T ofonfy $ifm T wefkia wite & =7
Frfirererfitent <Al HETT 1 U MBHHH BoH & |

(¢) T Tt # U T @V (s@ish) S 3 Tl H afer wn | i wwol
fafim Tl % fow 78 i waa % ofa & & Tl Sl e (Ny,) 91 0

ferae (Sy) 1 sard! B ¢
: gl < T s e
T HE
(Np) (Sp)
1 15 100
2 10 50
5 25 120

20 TiaT F1 U ufesl Frebrer & | Freferfiaa & ofavia T TR § fhad i
e fohe S =iy
(i) ST e
(i) AH T
(2)  Show that for a BIBD with v = nk for n, a positive integer,b2v +r — 1.
Show that for a symmetrical BIBD with v even, r — A is a perfect square. 20
(b) Define Mahalanobis measure of distance squared between two

populations with a common positive definite dispersion matrix and show
that it is a non decreasing function of the number of characteristics. 15
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A rural block in a district was divided into 3 strata. The following table
gives the number of villages (N}) and standard deviation (S}) of area
under wheat crop for different strata :

(c)

Stratum | No. of villages | Standard deviation
No. (Ny) (Sy)
1 15 100
2 10 50
3 25 120

A sample of 20 villages is to be drawn. How many villages should be
selected from each strata under

(1)

(ii) Neyman allocation ?

15

proportional allocation ?

. X
Q8.

2

P

Irm?ﬁﬁqxgpxlm{ }E’fﬁamw%mp(u,z)%wﬁaﬁ

& Xy 2y .
no= 5 o ={ }, Xy, Xg, g T p, pEGE & dul Dol
2 2o 21 '
X X1+X2
poaﬂa@'%txwwﬁmaﬁﬁﬁwmﬁml[ }EFIEI'E?[
XX,
9 hIT |

(b) "M ST X = (X, X, X;)' 1 Hgwae oTeqg R fezm ma 3

r ) 1
1 .
442
1 1
Bl
442 442
1
0 = 1
i 42
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(c)

(a)

(b)

(c)

ST AT I Ao | weffa hife o @ afirm € | o sww
WWWWWWWWWWW
AN B | gIE R R % foru, s A < forerer 1 s
FTeReTeh SEATId Shiforg |

H1
} be distributed as Ngy(u, ¥) where p = )
B2

X1
Let X2p><1 =
Xo

Xy 2o

> = [ : Xl’ Xg, Ky and po are p-vectors and 21, 22 are
57 0

p x p matrices. Obtain the characteristic function of X. Derive the

Xl + X2
distribution of

ot o

Let X = (Xl’ X, XS)' has the correlation matrix R given by

B . 1 7]
=
42
1 1
2R 1 -
442 . 4+/2
1
- 1
i 4.2 ]

Obtain the first two principal components and the population variance
explained by the first two principal components.

Define a ratio estimator. Show that it is biased. Suggest a suitable
sampling procedure for which the classical ratio estimator of a
population ratio is unbiased. For the suggested procedure, propose an
unbiased estimator of the variance of the ratio estimator.
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